Ethical Issues of Artificial Intelligence in Diabetes Mellitus
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ABSTRACT
Artificial intelligence (AI) has permeated various branches of clinical medicine, with promising applications in predictive, diagnostic and therapeutic areas. Digital innovations are increasingly useful in the management of non communicable diseases in the form of tracking applications, data collection systems (EMRs) and wearable sensors. Globally, diabetes mellitus is the most common and serious non communicable disease. There is a mismatch between the people with diabetes and the number of healthcare professionals needed to manage them. Therefore, artificial intelligence has the potential to play a significant role in addressing the unmet need. Majority of AI applications have been developed for the diabetes population. Ethical issues arising from the application can be carried over to its application in other areas of clinical medicine. Among diabetic population, artificial intelligence has been prominently employed in screening for diabetic retinopathy. Continuous glucose monitoring and insulin pumps are other areas of application. Data collection and sharing through AI media can ease the burden of poor doctor-patient ratio, and improve efficacy of treatment. Despite its advantages, and the fact that citizen juries have been found to be favourable towards the use of AI in research and treatment, certain drawbacks continue to exist. With the threat of data theft and breach of privacy, due diligence must be given to ethical and legal aspects to protect the patient. It is acknowledged that AI can facilitate the decision making process but not entirely replace a physician's role. With able governing laws, systems to protect safety, minimize bias and improve transparency, AI and precision medicine could help control the burden of disease.
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Introduction

Artificial intelligence (AI) is a phenomenon whose time has come in clinical medicine, and particularly non-communicable diseases. Burgeoning data from multiple sources and enhancements in computing power leads to innovative paths where their confluence is rapidly impacting clinical care. AI promises to aid prediction, diagnosis, and management of diseases (1). Such is the scope of the phenomenon to answer questions beyond the capacity of humans (2) excitement at the pace that it took a while to recognize the unintended consequences (3) and thereby the ethical implications of the new technologies (4). Innovations are necessary to tackle the problems of non-communicable diseases (NCDs) and their complications. Digitization is a promising path which makes artificial intelligence (AI) possible. Digital data is captured from a variety of sources including electronic medical records (EMRs), and wearable sensors (5). This has led to questions regarding ethics and legality in the use of AI in healthcare sector. Among non-communicable diseases, diabetes mellitus is predominant on a global scale. Many applications of AI have focused on diabetes; the first FDA approval was given for use of AI based digital retinal imaging to detect diabetic retinopathy. The principles of ethical issues in AI in diabetes can be broadly applied to other areas of clinical medicine.

AI has been defined as the ‘use of computer-processing capabilities of symbols to find generic methods for automatic perceptual, cognitive and manipulating activities via algorithms’[5]. Due to the burgeoning availability of data which cannot be meaningfully interpreted by individuals or even by traditional statistical methods, there is need for more complex algorithmic computer analysis [6].

With increasing prevalence of NCDs, and insufficient healthcare members, AI could provide a potential solution [7]. Advantages of digital data sharing are well known: health research is made possible across geographic boundaries to improve patient care [8]. Secondary use of data from EMRs and its relation to financial aspects of AI raise ethical and legal issues [9,10].

However, concerns about ethical malfeasance must not obscure the potential benefits of AI [11]. It can provide economic benefits by improving efficiency and productivity of healthcare. Thereby, AI can be more consistent than human beings and improve quality of work. ‘Good’ AI straddles shared ethical values such as ‘benevolence, security, achievement and self-direction’ [11]. Other benefits of AI include enhancing medical knowledge to improve care, making medical expertise accessible to non-specialists, automating repetitive tasks and finally as an aid in equitable distribution of scarce resources [12].

AI also allows democratization of medical expertise so that generalists can access some of the skills of specialists. The most advanced example is in the recognition of actionable diabetic retinopathy by machine learning tools. A large number of people can be screened, so that only a small subset is referred for specialist ophthalmological care. This lessens the drudgery of repetitive work by specialists. AI pre-screening helps to triage routine tasks, leaving the specialist to deal with only those which needs their specific expertise.

As enticing as the potential of AI in diabetes clinical care is, the industrialization of AI requires that societal issues involving ethics and legality are addressed [6]: privacy, anonymity, fairness, explainability and interoperability are paramount.

These are similar to ethical aspects of genetic and genomic research involving biobanks [13], and of secondary usage of health data [8,9]. Recognized tensions exist in incentives and benefit, harm to groups, power structures and engagement by the researcher along with sharing of responsibility [8].

In view of the potential impact of AI applications in health care, a scoping review was recently carried out to understand what aspects of AI in health care are studied, from publications in MEDLINE, Scopus, Web of Science, CINAHL and PsycINFO databases [14]. Among a potential set of 9218 records, less than 0.5% (45/9218; 0.49%) met the inclusion criteria. The results were revealing: most were from high-income nations (33/45; 73%) and were directed at care providers (25/45; 56%). Most studied clinical care aspects, involving support in decision-making by individual doctors. They were aimed at technical and computational aspects and in establishing effectiveness of AI interventions. Not much attention has been devoted to issues of building trust, addressing transparency ethics and developing explainability [14].

Ethical and legal aspects of artificial intelligence in diabetes health care

PRIVACY AND SECURITY

Privacy and security of data usage are important both ethically and legally. Issues may arise when there is an interaction between public sector, which has the data in electronic format and the private sector which operates through computing and
telecommunication channels [6]. Whereas anonymity and privacy are critical in healthcare, data availability in EMRs puts both in jeopardy. Adequate legislation is necessary to balance privacy and anonymity, and to ensure there are no breaches. One way of working around is to produce decentralized analytical solutions, which may be compromised with the involvement of corporate information technology in medical field.

Aspects to be considered include (a) data transference, transparency and openness (b) transfer of data must be proportional to the medical task (c) governance, not merely legislation must be created or strengthened where necessary [6]. Progress could be made in ‘differentiated data protection,’ which refers to blurred set of anonymized data for development rather than individual data with attendant risks of being traced back to a specific person [15].

Informed consent for devices or procedures employing AI is a formidable challenge. This could be a bottleneck in integrating AI with clinical practice [10]. Non-AI informed consent requires the clinician to educate the patient about the procedure used, the risks and benefits so that the patient in turn can make an informed choice. AI is far more complex, posing difficulties for the clinician to understand the concept in the first place. The opaque variables comprise the machine learning method employed, the data on which ML is trained as well as the potential biases in data. Should the clinician even notify the patient that AI is being used? All these are questions still awaiting answers [10].

In addition, health apps and chatbots are being released for a variety of day to day applications including diet advice, adherence and wearable sensors. Informed consent in these applications is often obtained online, without a face-to-face interaction between the patient and the clinician. In addition, software updates make informed consent even more complicated.

The borders of medical AI, in terms of what it is and what it can do are not clearly defined. The role of AI in medical care must therefore be defined and circumscribed [12], which requires proper framework of governance to protect human subjects from harm [7].

Diabetic retinopathy (DR) is the most prominent area where AI is commercially employed, since 2018. Obtaining ethical consent in screening for DR is of practical importance. Ursin et al developed a checklist of items to be informed in the diagnosis of DR using AI in primary care [12]. There were few records which met the inclusion criteria among articles from PubMed and Web of Science database. Requirements for the general practitioner were summed up as the need for their being informed about ethics of new technologies to communicate to patients. Contrariwise, patient’s blind belief or fears must be allayed by informing them of risks, drawbacks and potential benefits [16]. These allow the better implementation of AI for the common good.

A citizens’ juries were conducted to extend the knowledge about the controls citizens would seek for using EHRs in research, at baseline and after a deliberative process [9]. Among 34 jurors, at the end of the process, 33 jurors supported secondary use of data for research. Twenty-four desired that individuals have the choice of opting out, six the choice to opt in and three for use of all records without need for further consent. In terms of who gets access to data, public benefit was key in the jurors’ opinion [9]. When informed of the benefits and risks associated with secondary sharing of EMRs, it was considered that citizen’s privacy rights must not hinder research that can lead to societal benefit.

Surveillance is another contentious topic in AI. As of March 10th, 2022 a review identified 3556 scholarly publications obtained by using as keywords AI and surveillance in the Scopus database. The aim was to map scholarly studies on the subjects carried out by social sciences and humanities scholars [13]. Among the seven scholarly subjects identified, public health surveillance in the context of privacy and contact tracing apps during the pandemics was one. However, there were porous borders between dichotomous forms of surveillance. The author concluded that future research is necessary to compare the risk benefit consequences of AI surveillance.

Cybersecurity is another important aspect of AI in healthcare. Widespread use of internet of things (IoT) will increase the potential for breaches in cybersecurity. Particular attention should be paid to servers in hospitals, diagnostic centers and wearable devices. Trojan viruses may result in incorrect or even harmful treatment. Cybersecurity Act in European Union seeks to achieve robust cyber resilience, cybersecurity and trust. In the US, Cybersecurity and Infrastructure Security Act of 2018 (2018) was signed into law in November 2018 [10].

Despite these, oversight and regulation are likely to fall behind technologies they are designed to
regulate. There is need for patient consent and the use of sophisticated methods to anonymize and protect data [18].

Reliability and safety
Reliability and safety form the core ethical issues in AI technology. Yet there are few guidelines for AI in health; they must be developed in collaboration among government, industry and academia. Fundamentally, the data used to train AI systems must be reliable.

There is no clarity about legal responsibility for their actions between the developers of the technology and the users (viz doctors). A conflict exists if technologists must be held accountable if AI system in healthcare directly affects the patient. When clinicians can’t clearly (understand) and explain the output from AI to the patient, they are not justified to use the data for actions [7]. AI devices help in the decision-making process about treatment, and do not replace doctors entirely. They must be validated and established via testing, measurements for dependability, performance, ethical compliance and safety. However, physicians cannot take cover against accountability by blaming the AI systems [7].

Ownership of the data is another contentious issue that must be addressed. Public may not be willing to share their health data to commercial establishments who look at profit. Those using patient data must demonstrate that they add value to the health of the patients whose data they are using [10]. In addition, privacy of patients must be ensured against deleterious actions by insurance, job options or even personal relations. Novel problems may arise such as whether patient data can be shared with family members. Finally, it is necessary to define under what situations patients can withdraw their data [10].

As part of the solutions to ensure AI is safe and effective, datasets must be obligated to be reliable and valid; software updates must be regularly performed and must be transparent. Governance is necessary for safe and effective employment of AI [6].

Fairness and inclusivity
A core principle is to treat patient data fairly and in a balanced manner, but also treat people in other groups in a similar way, viz, to be fair. This involves elimination of bias in research and clinical practice. AI models are created and used by and in humans, with inherent social biases. One must recognize it is the data that is given to the algorithm that is responsible for the bias. Therefore, AI systems must be ethical and free from biases; in other words, ‘responsible AI systems’ must be ‘transparent, explainable and accountable’ [7].

Currently, AI models are trained with data sourced from high-income settings, which results in a biased and discriminant system. One must be sensitive to biases that can creep at every stage of development, and avoid or at least minimize the risk [10]. Biased algorithms due to skewed training data sets led to injustice related to ethnicity, colour of skin or gender. Non-representative datasets lead to false diagnosis especially in phenotype-genotype associations.

Such biases can be minimized by collection of equitable data from all populations. Similarly, there are debates about the explainability versus the ‘black box’ model of AI development. Some argue that what is relevant is whether the algorithm is effective, rather than how it reaches the decision. Another issue is where the AI is used. Often experts in resource-rich settings have access, which leads to deprivation for the rest.

There is need for developing a clear path for ethical use of AI, although fairness is considered to be subjective. Nonetheless, the concept of fairness must be embedded in AI models [6]. Structural inequalities, biases and racism that are inherent in datasets can worsen social injustices [15]. Attention must be paid to avoid racism at the stages of both input and analysis. Ways to achieve this include awareness of the ways in which data science can perpetuate racism, seeking diverse and representative perspectives from the public and integrating them in the research plan, and emphasizing intersectional analysis of data [19]. Finally, the reporting of disaggregated data on ethnicity should become routine.

A recent analysis of AI use in different ethnoracial groups showed that among publications specifically reporting race, about 69% were white, 17% black and 3.7% were Asian. Only two articles out of 10 reported inclusion of Native Americans [20]. It underscores the importance of addressing ethnoracial inequities before they are embedded into the healthcare systems.

Finally, intellectual property (IP) aspects and commercial protection form an important subject for consideration. A number of variables come into play including long contracts, copyright and trade protection. IP often results in litigation about access to data and its analysis [10]. Problems arise because of conflicts among the nature, availability and
legalities of overlapping rights. Some solutions include flexible data exclusivity regimes which often require doctrinal and normative challenges to the system.

**Transparency and accountability**

Transparency and accountability are the last but not the least important aspects in ethics of AI in healthcare. They involve human understanding of how decisions are made by AI in a manner that is transparent to researchers, healthcare providers as well as patients.

Difficulties arise because of the ‘black box’ nature of machine learning algorithms. There is much complexity involved and interpretability was reported to be considered as a ‘human-computer’ interaction problem [6]. Should machine-learning based decision support systems not be comprehensible to humans, the medical expert is left in an unenviable position of having to vouch for the trustworthiness of the system. A middle path may consider integrating medical expert’s knowledge into the AI and ML models.

Explainability elicits debates which go beyond the technicalities of AI. It may be divided into (a) providing assessment of the need for explainability for clinical practice and (b) ethical evaluation of what the term means to be adopted into AI driven methods in clinical practice [21]. This requires that AI developers, healthcare workers and legislators comprehend the challenges of opaque algorithms. Explainability comprises of informed consent, certification and approval by regulatory agencies and liability based on Western legal viewpoint. Currently, regulatory agencies require explainability only rather vaguely; they would be defined in future. However, there are no clearcut answers as to what extent the patient must be informed that decision about treatment is based on AI. The conflict between regulation and innovation presently lies in the Court of law.

Explainability from a medical viewpoint consists of (a) understanding how the AI system arrives at a decision (b) identifying the important features for an individual prediction. At present, clinical validation is most widely discussed, while explainability is often considered as a ‘second thought’ [21]. Since AI systems cannot be perfectly accurate, explainability ensures that disagreement between AI system and human experts can be resolved.

In terms of the patients’ relation to explainability, patient-centered care must be responsive and respectful of each person, taking them as equal partners in decision making. The way forward seems to be a synthesis of available information to aid patients in understanding their risk and outcomes. A personalized conversation aid can help bridge the communication gap between the doctors and patients [21]. Four ethical principles operate in explainability, viz autonomy, beneficence, non-maleficence and justice.

Although people may be uneasy with a ‘black-box’ approach to AI in health care, one finds a trade-off between explainability and accuracy. Often, explainable AI systems are less accurate, and the reverse is also true [22]. It is unclear whether decisions based on AI need to be explained. To gain insight about explainability, two citizens juries were organized to determine whether AI systems provide explanation, even if it that leads to less accurate decisions [23]. The results showed that in healthcare scenarios, citizens may prefer system accuracy more than explainability. Therefore, the public should be involved in the development of explainability in AI [19]. Rather than make categorical rules, a more nuanced domain specific considerations must be employed in such situations. Further work is needed in this area.

A practical adverse outcome was reported when IBM Watson for Oncology was used to suggest recommendations for cancer treatments because of using a few synthetic cancer cases [24]. These bring to the fore requirements for datasets which are reliable and valid, as well as transparency. Ideally, all data and algorithms must be available for the public to assess, although this could be a counsel of perfection. Nonetheless, developers must be transparent about the data that is used and potential biases in software [10].

Kawamleh argued against requirements for explainability for AI in health care, in relation to informed consent [25]. Based on legal requirements for informed consent in US, it is posited that it is doubtful if humans possess accurate insight into their own diagnostic criteria, much less explain such forms of reasoning. It is concluded that an epistemically opaque AI algorithms need not be considered a violation of patients right to informed consent [25].

**Other ethical and legal aspects in AI for healthcare**

Other unexplored issues are linked to fundamental aspects of reality, or the so-called ‘metaphysical issues’ of ethics. They are related to concepts of symbolic and logical representation of the external world. Although not urgent, they delve into the nature of humanity [11].
Legal issues regulate human societies; developments in AI remained isolated from legality until they occupied the social space and could impact people [6], specifically in relation to privacy and anonymity, liability and accuracy [7].

Digital therapeutics, not to be confused with digital medicine is based on software programs, or rather, ‘software as a medical device (SaMD)’ [26]. They are often coupled with principles of AI in providing treatments particularly for behavioural and psychological aspects. They must be subjected to clinical trials, with attendant ethical and logistical challenges.

Varying aspects of ethics must be considered by AI developers across the span of the AI lifecycle including use of data and its management, development of models, their use and monitoring [27].

Guidelines are being developed for regulation of AI in healthcare arena. New regulations from the European Union were published to manage ethical and legal hurdles within the legal framework, while drafting fresh regulations [28]. They covered the broad areas of oversight, transparency, diversity, accountability, and societal and environmental well-being. The goal of putting in place responsible AI systems is to ensure transparency, explainability and accountability [7].

**Future of AI and healthcare**

As of now, efforts of AI in healthcare are focused on developing cloistered models that can identify and predict narrow clinical conditions (e.g., identification of diabetic retinopathy, predicting the risk of hypoglycemia with the use of insulin pump and continuous glucose monitors). The next step in the development entails embedding AI in a broader framework where there is a confluence of personalized care, clinical decision support, early detection of disease as well as tracking the progression of disease. A synergy between AI and precision medicine could eventually lower the burden of disease in the population. Newer issues of ethics and legality are inevitable and await solutions [29].
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