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ABSTRACT 
Problem-solving is considered a sequential process, when one thought is a 
prerequisite for the next one. However, most mental processes are parallel. 
Based on assumptions that thinking can be considered processing 
information in a network of neuron-like units functioning in parallel, we 
hypothesized parallel processing always occurs in problem-solving. We 
suggest there are individual differences regarding the easiness of the 
emergence of task-related but supplementary thoughts that can be 
applied to elucidate how parallel processing influences problem-solving. 
A questionnaire on the emergence of supplementary thoughts was 
designed. It was hypothesized there may be positive correlation 
coefficients between scores on the questionnaire and scores on problem-
solving tasks and the times taken to perform these tasks. A total of 700 
freelancers participated in three experiments. Four tasks were used to 
characterize problem-solving. To study the relationship between parallel 
processing and processing speed the simple reaction time task was used. 
A short-term memory task was used to investigate the relationship between 
parallel processing and working memory. Cronbach's alpha for the 
questionnaire was 0.683. All correlation coefficients between scores on the 
questionnaire and the variables derived from the problem-solving tasks 
were significant. A correlation coefficient between scores on the short-term 
memory task and scores on the questionnaire was insignificant. A partial 
correlation between reaction times and scores on the questionnaire was 
insignificant. There was a positive correlation between scores on the 
questionnaire and age. Thus, unlike other characteristics associated with 
flexibility in thinking, parallel processing is not deteriorated with age. An 
explanation for this fact is suggested.  
Keywords: thinking, parallelism, parallel processing, network, neuron-like 
unit. 
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1. Introduction 
Though solving a problem is a covert process, this 
procedure seems to be identical to all humans. There is 
an initial representation of the problem situation, that is 
replaced by another representation through a series of 
some operations. This new representation, in turn, is 
replaced by the next representation owing to new 
operations. This process continues until one of these 
representations matches the goal-state, that means the 
problem is solved. Thus, the procedure of solving a 
problem is usually considered sequential, when each 
intermediate representation is a prerequisite for the next 
one. 
 
It is important to note that mental processes, as a rule, 
occur concurrently. Perception is an obvious example of 
this because human beings can see and hear at the same 
time. Pain, emotions, desires occur independently of the 
perception of objects in the surrounding world and of 
each other. In these cases, mental processes are carried 
out concurrently, since these processes are based on 
different systems that can function independently. A 
question raises about the possibility of parallel processes 
within one system that consists of similar, but not identical 
units. 
 

This question is important because some modern models 
of thinking describe solving a problem as the result of 

information processing in a network, that consists of 
similar units that imitate the functioning of neurons in the 
brain1-2. Information processing by such units is carried 
out in parallel. In accordance with such models, the result 
of such a process is the achievement of a certain state by 
units of the network, that is manifested in the awareness 
of a representation or action. These models are often 
used to simulate various characteristics of thinking3-5. It is 
reasonable to assume that the models based on the use 
of a network of neuron-like units do not reflect cognitive 
processes in its entirety, but the models are useful 
because they can become a heuristic basis for new 
approaches to thinking. 
 
Similarly to the brain, each unit in a network of neuron-
like units can be connected with several others, but not 
with all units in the network. This means that information is 
processed by different units concurrently but in different 
ways. With this method of processing, it is logical to 
assume there may be situations when the result of the 
activity of one group of units reaches a threshold of 
awareness, and after this the result of the activity of 
another group achieves the threshold independently 
(Figure 1). This can be experienced as the sudden 
appearance of a new thought being related to the 
current process of thinking but markedly different from 
the thought that was previously in the focus of 
consciousness. 

Figure 1: Processing information by a network in which each unit is linked to a limited number of other units.  
 
If parallel processing is a real phenomenon, then its 
investigation, obviously, is a difficult problem, since the 
mechanism of parallel processing is unconscious and 
beyond deliberate control. It can be assumed, however, 
that similarly to other cognitive processes, there are 
individual differences in the generation of parallel 

processes. In other words, unexpected, but related to 
solving a specific problem, ideas may come to the mind 
of some individuals more often than to the mind of other 
individuals. If to design a questionnaire including 
statements that describe situations in which unexpected 
but task-related ideas come to mind and to ask the 
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person to scale the frequency of occurrence of such 
situations, then the resulting score may reflect the person's 
ability to generate parallel processes. 
 

A suggestion that the mind of some people functions in a 
more parallel mode implies that their cognitive system 
may generate more thoughts regarding a problem and 
these thoughts may be more diverse. At the level of 
consciousness this means that such individuals 
acknowledge thoughts regarding a problem easier and 
more often hence they may solve the problem correctly 
but slowly. Therefore, it can be suggested that there may 
be positive correlation coefficients between scores on the 
questionnaire and scores on tasks being used in studies on 
problem-solving and the times taken to perform these 
tasks. One aim of our study was to explore such 
correlations.  
 

There are several theories that hypothesize that parallel 
processes occur in thinking, such as dual processes theories 
6 or the theory of unconscious thought 7. To the best of our 
knowledge, all of such theories associate parallel 
processes with the existence of, at least, two systems that 
can function concurrently because they have different 
architectures. Therefore, the authors of such theories study 
qualitative differences between responses of participants 
in experiments. We posit that parallel processes emerge 
within one system, and hence we investigate individual 
differences in the quantitative characteristics of 
responses. 
 

If parallel processing influences problem-solving, then 
there is an important question regarding its connection 
with other mechanisms that influence intelligence and 
problem-solving. Processing speed, estimated by various 
reaction time tasks, is one of such mechanisms8-9. To 
investigate the relationship between parallel processing 
and processing speed we used the Simple Reaction Time 
task and calculated correlation coefficients between 
scores on the questionnaire on the ability to generate new 
thoughts and the variables derived from the Simple 
Reaction Time task. Working memory is another 
mechanism that influences problem-solving and 
intelligence 10-11. We used a short-term memory task and 
calculated a correlation coefficient between the outcome 
of the task and scores on the questionnaire on the ability 
to generate new thoughts.  
 

2. Materials and Methods 
2.1 PARTICIPANTS 
Our study included three similar experiments. All 
participants in these experiments were recruited via 
Advego.ru, a Russian crowdsourcing system. The 
participants were paid US$0.8 for their work. The 
experiments were approved by the ethical committee of 
Lomonosov State University and informed consent was 
obtained from all participants. 
 

All experimental sessions were run online. The procedure 
of the experimentation was fully automated. Information 
on the ongoing experiment was added to Advego’s list 
of active tasks and the task became available for all 
users of Advego. The design of Advego assured that each 
participant took part in the experimental session only 
once. There was no constraint on the duration of the 
experimental session. 

A total of 215 participants (M age = 29.9 years (13-
57); 112 females) took part in the first experiment. The 
six tasks presented to these participants are described in 
the Methods section below. A total of 205 participants 
(M age = 28.8 years (14-64); 119 females) took part in 
the second experiment. Another task was added to the 
list of tasks presented to the participants in the second 
experiment. A total of 280 participants (M age = 27.15 
years (13-56); 176 females) took part in the third 
experiment. One task was added to the list of tasks 
presented to the participants in this experiment. Since the 
demographics of the participants in all experiments were 
similar, we combined all data together. In sum, 700 
participants (M age = 28.45 years (13-64); 407 
females) took part in the study.  
 
2.2 MATERIALS 
To evaluate the possibility of the emergence of 
supplementary ideas associated with the solution of a 
problem we worked out the Problem-Related 
Supplementary Thoughts Questionnaire (PRSTQ, 
hereinafter) that includes the following nine items: 

1. I think I am more likely than other people to have 
solutions to a problem coming to my 
mind on their own. 

2. If I have found a way to solve a problem, it is unlikely 
that any other ways of the solution will occur to me 
on their own (reversed). 

3. It is quite possible that after I have already solved 
the problem, more ways of solving it might occur to 
me. 

4. Sometimes, new ideas might occur to me even when 
I am not solving the problem. 

5. Sometimes I put off the final solution to a problem 
as more ways of solving it still might occur to me. 

6. Sometimes, almost simultaneously, several ways to 
solve a problem can come into my head. 

7. It is hardly the thing with me that new ways of solving 
a problem suddenly come to my mind (reversed). 

8. If I keep thinking about a problem, a variety of ways 
to solve it might come to my mind. 

9. Sometimes a solution to a problem would come to me 
at the most unexpected time and in unexpected 
places: while sleeping, waking up, on a walk, etc.  

 
A participant rated to what extent the item characterizes 
his/her. Responses were given on the following 5-point 
Likert scale: 

1.  = extremely uncharacteristic of me (not like me at 
all); 

2.  = partially uncharacteristic of me; 
3.  = neutral; 
4.  = partially characteristic of me;  
5.  =extremely characteristic of me (very similar to 

me)  
 

The items of the questionnaire may lead to an assumption 
that the questionnaire is aimed at studying insight, that is 
a suddenly emerging solution to the problem. Indeed, 
since a person is not aware of the mechanism invoking 
insight, insight can be considered to be the consequence 
of some hidden process which is parallel to the process 
that occupies the focus of consciousness. However, the 
researchers of insight consider insight a rare phenomenon 
12-13, but we believe that parallel information processing 
is always involved in thinking. Accordingly, the statements 
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of the questionnaire only characterize the frequency of 
the emergence of new and unexpected thoughts 
associated with solving a problem. The items do not 
describe the situations in which those ideas arise, nor they 
evaluate its usefulness for finding a solution, nor they 
characterize emotions that accompany its appearance. 
The investigation of the relationship between parallel 
processing and conventional insight is beyond the scope 
of this paper. 

 
We do not consider the questionnaire to be a full-
fledged psychometric scale but assume that the 
questionnaire may be useful to estimate the possibility of 
the generation of task-related, supplementary thoughts. 
If the PRSTQ scale is reliable then it is reasonable to 
suggest that a causal mechanism underpins responses of 
participants to the items. We designate this hypothetical 
mechanism the generator of task-related supplementary 
thoughts (GTRST, hereinafter). We do not suggest a prior 
that GTRST necessarily correspondents to a mechanism 
that processes information automatically and 
concurrently, GTRST may correspond to a deliberate, 
serial activity, theoretically.  
 

Four tasks were used to examine correlations between 
responses to PRSTQ and the variables derived from 
problem-solving tasks. One task was the Russian version14 
of the expanded version of the Cognitive Reflection Test 
(CRT, hereinafter) by Toplak, West, Stanovich15 including 
seven problems. This task may be characterized as 
numerical and dual-processes are involved in the solution 
of these problems16. 
 

The second task was the Numerical Test (NT, hereinafter). 
This test included seven sequences that were borrowed 
from the Russian version of Eysenck’s Numerical Test17. For 
example, the following sequence was used: 
7 13 24 45 ? 
The right response is 86. 
 
The aim of a participant was to continue the numerical 
series. The order of the presentation of the sequences was 
identical for all participants. This task can be 
characterized as numerical and related to fluid 
intelligence. 
 
A common characteristic of these two tasks is that the tasks 
are complex. Indeed, to solve a CRT problem or a 
numerical sequence a participant should analyze the 
conditions, propose some hypotheses, test it through 
calculations, suggest new hypotheses, if necessary, etc. In 
other words, the procedure of solving such problems 
generates many thoughts. Although, we assume that 
GTRST corresponds to an automatic process, however the 
PRSTQ scale may be considered a measure of a 
metacognitive ability to monitor and evaluate own 
thoughts. It can be suggested that some people really 
delay the response to a problem because they 
experienced to monitor their thoughts continuously and 
hence, they believe that new ideas may come to mind yet. 
On the other hand, other people do not postpone the 
response because they do not expect novel thoughts. As 
a result, a significant correlation between the PRSTQ 
scale and, for example, CRT may reflect individual 
differences in this metacognitive ability rather than those 
in parallel processing. 

To reduce a possible effect of the metacognitive ability 
we added two tasks that possibly generate fewer 
thoughts. One task was the Comparison of Two Words 
task in which 60 pairs of nouns were presented. For each 
pair it was necessary to mention whether both nouns 
designated animate objects, inanimate objects, or one 
noun designated an animate object and the other one did 
an inanimate object by selecting a position in the menu. 
There were 20 pairs for each selection. The order of 
presentation was randomized but identical for all 
participants. The pairs were prepared by the authors. 
The pairs were constructed so that the comparison of the 
nouns in each pair was not difficult. This task can be 
characterized as verbal and related to crystallized 
intelligence. 
 

The other “easy” task was the Visual Search task. A string 
of 19 Russian letters was presented along with a probe 
letter, which was situated separately, for example: 

ЦШНДЭЪЬОЛЫЧАИКЩЯМХС ____П 
 

The aim of a participant was to mention whether the 
probe letter was among the letters of the string by 
selecting a position in the menu. A total of 60 strings was 
presented, in 30 strings a probe letter was among the 
letters of the strings and it was absent in 30 other strings. 
The order of presentations was randomized but identical 
for all participants. This task can be characterized as 
verbal and spatial.  
 

For all tasks all items were presented one at a time. There 
was no interval between the presentations of consecutive 
items. The number of the correct responses was 
considered the score on a task. The time taken to perform 
a task was considered the response time. 
 

The following version of the Simple Reaction Time task 
was used: participants pressed on a button when they 
saw the symbol “A” on the display which appeared 
randomly in an interval from 1000 to 4000 milliseconds. 
There were five training probes and 40 test probes. If a 
participant pressed on the button prior to the 
appearance of the symbol such a response was ignored 
and another probe was presented until 40 probes were 
achieved. A mean and a standard deviation were 
calculated on the basis of 40 probes. Error rates were 
also calculated. 
 
There are strong interconnections between working 
memory and short-term memory 18-19 and some 
researchers even suggest that these systems are really 
the same ones 20-21. Therefore, we used a digit short-term 
memory task to evaluate the effects of working memory. 
The sequences including 7, 8, or 9 digits separated by a 
blank were presented for an interval of time being equal 
to 150*(the number of digits in the sequence) 
milliseconds. Immediately after this a probe digit was 
presented and the participant responded whether the 
probe digit was in the sequence by selecting a position in 
the menu. The performance on this task is obviously 
determined by attention and short-term memory. An 
average visual attention span is about five units22. On the 
other hand, an average digit short-term memory span is 
greater than five digits but less than nine digits 23. The 
idea underlying this task is that the number of correct 
responses on the nine-digit-sequences might be less than 
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that on the shorter sequences although there might not be 
such difference between the responses on the short 
sequences. If experimental data confirm this suggestion, 
then this task really reflects short-term memory rather 
than attention because attention should result in a steady 
decrease in correct responses. Therefore, a certain 
parameter for example, the total number of correct 
responses can be considered a measure of this sort of 
memory. One may say that such a measure may 
underestimate the digit short-term memory span of some 
individuals because they can memorize greater than nine 
digits. Yet, our research is correlational therefore this 
limitation should not affect our results. Sixteen sequences 
of each length were presented, in eight sequences the 
probe digit was among the digits in the sequence and the 
probe digit was absent in the other sequences. All of 48 
sequences were present in a random but identical order 
for all participants. This task is designated the Short-Term 
Memory task hereinafter. 

 
One may say that it is preferable to use conventional 
tasks for assessing working memory. However, all such 
tasks are designed as follows: first, one type of stimuli is 
presented and such stimuli must be memorized, then 
another type of stimuli is presented and certain 
operations with these stimuli must be performed. After 
that, it is necessary to reproduce the memorized material. 
This is a complex task, and preliminary training is 
necessary until the participant achieves the sufficient 
understanding and effective performance of such a task. 
Training is easy to manage in the laboratory under the 
supervision of the experimenter, who can assess the 
performance of the participant easily. In a fully 
automated experiment, the only assessment of 
effectiveness can be the achievement of some formal 
criterion, which can be a long and monotonous process. 
Since the motivation of participants was not high, it was 
important to avoid monotony and uniformity. It is for these 
reasons that a short-term memory task was used, which 
does not require long training. 

 
The following tasks were presented to participants in the 
first experiment: PRSTQ, the Comparison of two words 
task, the Visual Search task, the Numerical Test, the 
Cognitive Reflection Test. The order of the tasks 
corresponds to the order of its presentation to 
participants. There was no interval between the tasks. The 
Simple Reaction Time task was added to the list in the 
second experiment. This task was presented after PRSTQ. 
The Short-term Memory task was added in the third 
experiment. This task was presented after the Simple 
Reaction Time task. As a result, 700 participants 
performed all tasks excluding the Simple Reaction Time 
task and the Short-term Memory task. 475 participants 
performed the Simple Reaction Time task and 280 
participants did the Short-term Memory task. 
 
 

3. Results 
All participants performed PRSTQ and problem-solving 
tasks. 465 participants performed the Simple Reaction 
Time task. 280 participants performed the Short-term 
Memory task. Missing data were excluded from the 
analyses. 
 

Cronbach's alpha for the Task-Related Supplementary 
Thoughts Questionnaire scale was 0.683. This 
corresponds to a reliable scale therefore the sum of the 
rates on the nine items can be used as a score on this 
questionnaire. An average score was 32.94 (SD=5.497). 
An average score per item was 3.66, this number is 
higher than 3 that corresponds to the “neutral” rate of the 
items hence the phenomena described by the items really 
occurred in the thinking of participants. 
 

An average number of correct responses to the seven-
digit-sequences in the Short-Term Memory task was 
12.91. An average number of correct responses to the 
eight-digit-sequences was 12.93. Obviously, there was 
no difference between these scores, t(279)=0.22, 
p=0.825. An average number of correct responses to the 
nine-digit-sequences was 11.89. This score distinguishes 
significantly from the other scores, t(279)=8.13, p=0.00 
and t(279)=8.14, p=0.00. These results are consisted 
with our assumption that this task activates some 
mechanisms associated with short-term and, probably, 
working memory. All scores on the sequences were 
correlated with each other positively therefore the total 
number of correct responses was used as a score on the 
Short-Term Memory task. 
 

A median response time for the Comparison task was 
4.86 seconds per pair of nouns. A median response time 
for the Visual Search task was 4.77 seconds per string. 
On the other hands, a median response time per problem 
for CRT and NT was 39.07 and 36 seconds, respectively. 
These results imply that the Comparison task and the 
Visual Search task are, in fact, “fast” tasks and its 
performance may generate fewer thoughts per item than 
the performance of the “slow” tasks. A median reaction 
time was 0.548 seconds. A median standard deviation 
was 0.575 seconds and a median of error rates was 0 
errors. All correlations between scores were positive and 
therefore a composite score was calculated as a sum of 
four z -standardized scores. A composite time of the 
performance of the four tasks was also calculated. 
 

Correlation coefficients between PRSTQ scores, simple 
reaction times, Short-term Memory task scores, and the 
results of four tasks are presented in Table 1. Since 
PRSTQ scores, simple reaction times, and Short-term 
Memory task scores had non-normal distributions (K-S 
d=0.0895, p<0.01, K-S d=0. 1089, p<0.01, K-S d=0. 
104, p<0.01), Spearman rank correlation coefficients 
were calculated. 
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Table 1: Spearman rank correlation coefficients between PRSTQ scores, simple reaction times, Short-term Memory task 
scores, and the results of four tasks 

 
PRSTQ scores 
(n=700) 

 Reaction Times 
(n=465) 

Short-term Memory scores 
(n=280) 

Response times, Comparison of Two Words task 0.173**** 0.120** 0.107 

Scores, Comparison of Two Words task 0.173**** -0.060 0.268**** 

Response times, Visual Search task 0.208**** 0.155*** 0.088 

Scores, Visual Search task 0.283**** -0.002 0.303**** 

Response times, Numerical Test 0.275**** -0.048 0.267**** 

Scores, Numerical Test 0.174**** -0.193**** 0.278**** 

Response times, CRT 0.236**** -0.032 0.197*** 

Scores, CRT 0.126*** -0.068 0.057 

Composite performance times 0.256**** 0.023 0.224*** 

Composite scores 0.261**** -0.174**** 0.321**** 

*-p<0.05; ** -p<0.01, ***- p<0.001; **** -p<0.0001 
 
Significant correlation coefficients between simple 
reaction times and times to complete the easy tasks are 
obviously a reflection of the fact that, since the easy tasks 
were performed quickly, the duration of its performance 
replicates individual differences in simple reaction times. 
Reaction times correlate negatively with scores on all 
tasks and significantly with the composite scores. 
Negative correlations between simple reaction times and 
general cognitive ability were obtained in many 
studies24-25. Scores on the Short-term Memory task are 
significantly correlated with most of the variables derived 
from the problem-solving tasks including the fast, verbal 
tasks. This means that the Short-Term memory task is the 
valid measure of working memory. 
 

There are significant correlations between PRSTQ scores 
and the variables derived from the fast tasks. These 

correlations are similar to the correlation coefficients 
between PRSTQ scores and the results of performing 
more difficult tasks. We suggest this means that PRSTQ 
scores reflect the functioning of unconscious, automatic 
processes rather than the metacognitive strategies of 
participants. It is unlikely that the performance of the 
simple tasks could be accompanied by insights, therefore 
it can be considered that PRSTQ scores characterize 
mechanisms that are distinctive from mechanisms 
underpinning conventional insights.  

 
Table 1 shows that all correlation coefficients between 
PRSTQ scores and the ten variables that were used to 
estimate problem-solving are positive and significant. This 
indicates that GTRST exists and influences problem-
solving. 

 
Table 2: Spearman rank correlation coefficients between PRSTQ scores, short-term memory scores, and the parameters 
associated with the Simple Reaction Time task. 

 

Short-term 
Memory 
scores 
(n=280) 

Reaction times 
(n=465) 

Standard 
deviations 
(n=465) 

Error rates 
(n=465) 

PRSTQ scores 0.097 -0.093* -0.128** -0.202*** 

* - p <0.05; ** - p <0.01; *** - p < 0.001 
 
Table 2 shows that the correlation coefficient between 
PRSTQ scores and Short-term Memory scores is not 
significant and all correlation coefficients associated with 
the Simple Reaction Time task are significant. However, if 
to calculate partial correlations between PRSTQ scores 
and reaction times and standard deviations then a partial 
correlation between PRSTQ scores and reaction times 
becomes insignificant (0.058, p=0.2) but a partial 
correlation between PRSTQ scores and standard 
deviations stays significant (-0.11, p=0.016). Since a 
correlation coefficient between average reaction times 
and standard deviations is very high, r = 0.98, to reduce 
the effects of multicollinearity we used ridge regression 
for the calculation of partial correlations26. The variance 
inflation factor (VIF) is usually considered a characteristic 
of multicollinearity. If VIF calculated for an independent 
variable is greater than five then the multicollinearity of 
the variable is high27. All VIFs computed in our analyses 
were less than five. Also, to normalize reaction times and 
standard deviations, for the calculation of partial 
calculations these variables were log10 transformed. 

As PRSTQ scores increase, all parameters associated with 
the Simple Reaction Time task decrease. This is another 
piece of evidence favoring a notion that the Problem-
Related Supplementary Thoughts Questionnaire reflects 
more fundamental mechanisms than the use of 
metacognitive strategies and processes associated with 
the emergence of insight. 
 
Females scored on TRSTQ marginally higher than males 
(33.31 and 32.41 on average, p=0.037, d=0.161). 
However, there were other differences between the gen-
ders in the study because females scored higher on the 
composite scores (0.273 versus -0.463, t(669)=3.25, 
p=0.0011, d=0.286). It is reasonable to suggest that the 
mechanisms underpinning responses to the PRSTQ scale 
may be slightly interconnected with the mechanisms un-
derlying responses to other variables therefore gender 
differences on these variables may result in gender dif-
ferences on the PRSTQ scale. To examine this suggestion, 
we computed the difference between the genders using 
the composite scores as a covariant. In this case, the 
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difference between the genders became insignificant (F 
(1, 697) =1.81, p=0.179). It is reasonable to assume that 
there is no difference between males and females on the 
PRSTQ scale for the entire population.  
 

Spearman rank correlation coefficients between age and 
PRSTQ scores, short-term memory scores and the 
variables obtained from the Simple Reaction Time task 
are presented in Table 3. 

Table 3: Spearman rank correlation coefficients between age and PRSTQ scores, short-term memory scores, the variables 
obtained from the Simple Reaction Time task 

 PRSTQ scores 
(n=700) 

Short-term Memory 
Scores 
(n=280) 

Reaction times 
(n=465) 

Standard 
deviations 
(n=465) 

Error rates 
(n=465) 

Age 0.053 -0.101 0.215*** 0.182*** 0.042 

*** - p<0.001 
 
Table 3 shows that a correlation coefficient between 
PRSTQ scores and age was positive, although not 
significant. This result is absolutely unexpected because, 
according to numerous studies, characteristics associated 
with the dynamism and variability of thinking (reaction 
time, working memory, fluid intelligence) tend to worsen 
with age 23,27-31. Also, in our experimentation the age of 
participants is negatively correlated with working 
memory and positively and significantly correlated with 
reaction times, in other words these parameters are 
deteriorated over age. 
 

It is important to note that if to calculate partial 
correlations between age and reaction times and 
standard deviations then a partial correlation between 
PRSTQ scores and average reaction times is significant 
(0.1, p=0.03) but the second partial correlation is not 
significant (-0.013, p=0.72). Both PRSTQ scores and 
standard deviations, error rates are stable over age, this 
is another piece of evidence that favors a notion that 
GTRST influences the dispersion of reaction times and 
error rates.  The relationship between age and the 
PRSTQ scores is presented in Figure 2. 
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Figure. 2. The relationship between age and PRSTQ scores 
 
Looking at Figure 2, it is not difficult to see that under 45 
years of age the number of participants who scored on 
the PRSTQ scale high is approximately equal to the 
number of those who scored low. However, after 45 
years of age those who scored high, prevail.  
 

4. Discussion 
The process of solving a problem is usually considered 
serial and conscious, when each intermediate 

representation, thought is a prerequisite for the next one 
until one of these representations matches the goal-state. 
However, numerous empirical facts demonstrates that 
sometimes some ideas regarding a problem come to the 
mind when the problem is absolutely beyond the focus of 
consciousness 32-34. Such facts are the basis for various 
theories that posit two systems may be involved in 
problem-solving in parallel because the systems have 
different architectures. It is usually suggested that one 
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system is rather automatic and associative and the other 
system is rational, and reflective 35-37.  
 
On the basis of a heuristic idea that thinking can be 
understood as processing information in a network of 
neuron-like units that function concurrently, we 
hypothesize that parallel information processing is 
always involved in problem-solving. Thus, the main 
distinction of our approach from other theories which 
assume the existence of parallel processing is that we 
positparallelt processing is possible within one system 
with slightly different units. To examine this hypothesis, we 
designated a questionnaire on the possibility of the 
emergence of supplementary thoughts associated with 
the problem and calculated correlations between scores 
on the questionnaire and the variables derived from four 
problem-solving tasks.  
 
The results obtained in our study cannot be explained on 
the basis that the generator of task-related 
supplementary thoughts reflects the use of metacognitive 
strategies and/or some mechanisms invoking conventional 
insight. The results do not seem entirely sufficient to reject 
an assumption that the generator reflects a sequential 
process however, the items of the questionnaire focus on 
the sudden and uncontrollable appearance of novel 
ideas and the emergence of new ideas in this way is 
unlikely to correspond to a sequential process.  
 
As a result, we suggest that the generator corresponds to 
parallel processing. We believe that our results confirm 
the hypothesis that parallel information processing occurs 
in problem-solving. Although solving a problem seems to 
be a serial process when one idea, representation 
invokes a subsequent one, in reality several thoughts are 
formed simultaneously. The formation of several thoughts 
starts with the beginning of solving the problem. 
 
It is important to note that our approach does not 
contradict the suggestion that in some situations parallel 
processing may result from the activation of several 
systems with different architectures. Indeed, despite 
different architectures such systems possibly can be 
understood as networks with the limited number of 
connections between units.  
 
PRSTQ scores do not correlate with Short-term Memory 
scores and, unlike working memory, PRSTQ scores are not 
worsen over age. The same conclusions are correct for 
processing speed. This means that parallel processing is 
based on mechanisms that are distinctive from 
mechanisms underlying working memory and processing 
speed.  
 
The Simple Reaction Time task seems a primitive, 
practically automatic action, however, the situation is 
more complex. Indeed, in this task a participant is 
instructed to press on the button as soon as possible when 
she/he sees the stimulus. This means the participant must 
maintain a high level of attentiveness and vigilance 
however avoiding pressing on the button when the 
stimulus is absent. On the other hand, the participant must 
immediately press on the button when the stimulus is 
present. It can be hypothesized that the instruction 
launches two parallel processes. One process aims to 
inhibit pressing on the button, while the other process aims 

to activate such an action. These processes, obviously, 
interfere with each other. It is logical to assume that the 
stronger interference between these processes, the 
greater dispersion in reaction times and the higher error 
rates. The negative correlations between PRSTQ scores 
and standard deviations and error rates imply these 
processes interfere less if an individual scores on PRSTQ 
high. It is reasonable to assume that high PRSTQ scores 
reflect not only a high level of generation of parallel 
processes but also a weak interference between parallel 
processes in problem-solving. 
 
An important parameter that determines the possibility of 
parallel processes is the density of connections between 
the units of a network. Obviously, if these connections are 
dense, that is, if each unit in the network is connected with 
a large number of other units, then the probability of the 
emergence of separate groups of units that process 
information concurrently is low. However, if the 
connections are rare, then the probability of the 
emergence of several separate groups is considerably 
higher.  
 
Several studies reveal that there is the decrease in the 
density of the white matter in the brain over age38-40. The 
white matter is the axons of neurons, that is, connections 
between the cells. Consequently, the connections between 
neurons in the brain become weaker and less frequent 
over age. If parallel processes are inversely related to 
the density of connections, then an age-related decrease 
in density explains why scores on the PRSTQ scale are 
stable over age. 
 
Figure 2 demonstrates that among the participants who 
were older 45 years, high scores on the PRSTQ scale 
prevailed. The participation in crowdsourcing requires a 
relatively high level of intelligence and good computer 
skills and since an average age in the sample was 27.83 
years, 39 participants who were older 45 years 
probably estimated their intelligence and computer skills 
above average. Indeed, their median composite score 
was 0.822 and 641 participants not older than 45 years 
scored 0.1 only. A median PRSTQ score of the elder 
participants was 35 and the younger participants scored 
34. However, a median reaction time of the younger 
participants was faster: 0.544 seconds versus 0.572 
seconds and the younger participants scored higher on 
the Short-term Memory task: 39 versus 35. This implies 
that for some people, the high and stable level of 
parallel processing compensates for the age-related 
decrement in other cognitive mechanisms.  
 
It is necessary to mention the limitations of our research. 
Four tasks were applied to study the relationship 
between parallel processing and problem-solving. It is 
possible that the use of other tasks may seriously change 
correlations between the variables derived from those 
tasks and PRSTQ scores. A short-term memory task was 
used to estimate working memory. However, it is possible 
that the task is not relevant for estimating working 
memory and a special working task is necessary to 
evaluate the relationship between parallel processing 
and working memory. The Simple Reaction Time task was 
used to evaluate processing speed. However, it is 
possible that this task reflects processing speed 
incompletely and other tasks for example, the multiple 
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choices reaction time task should be more appropriate. In 
this case the correlations between the PRSTQ scale and 
the variables derived from such tasks may be distinctive 
from the correlations obtained in the current study. 
Recruiting participants at crowdsourcing systems may 
result in some biases. There was a bias in our sample 
regarding genders because males scored on the 
composite scores lower than females. Also, our 
participants were younger than the entire population. It 
is possible that parallel processing functions differently in 
the elderly.  

 

5. Conclusions 
Following a heuristic idea that thinking can be understood 
as processing information in a network of neuron-like units 
that function concurrently, we hypothesize that parallel 

information processing occurs in problem-solving. We 
believe that our research demonstrates the existence of 
parallel processing in problem-solving. It is demonstrated 
that the mechanism of parallel processing is distinctive 
from the mechanisms of working memory and processing 
speed. An explanation for the fact that unlike other 
characteristics associated with the dynamism and 
flexibility in thinking, parallel processing is not worsened 
with age is suggested.  
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