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ABSTRACT

The Nemesis Effect occurs when a clinical intervention increases the
likelihood of the adverse outcome it was intended to avoid, or has other
perverse effects that vitiate its benefits. The effect arises from the natural
tendency of a complex adaptive system (such as healthcare) toward
increased ‘entropy’— that is, toward greater disorder — mediated
through both the complex interconnectedness of its components and a
relative inability of well-meaning human agents to see ‘the bigger picture’
when implementing powerful policies and technologies. To illustrate the
concept, several examples are cited from modern medical practice: the
rise of multidrug-resistant organisms, the unintended effects of the
European Working Time Directive, and the deskilling impact of certain
novel technologies in surgery and anaesthesia. The potential nemesis
effects of artificial intelligence (Al) on clinical practice are then discussed,
together with possible seeds of remedy through a human
factors/ergonomics approach to healthcare governance and clinical
training. Good clinical governance can be seen as a way of maintaining a
state of ‘negative entropy’ needed to keep a ‘living’ system safe, stable
and functional. This requires the ongoing expenditure of energy and effort,
as well as the adoption of a broader sociotechnical perspective.
Keywords: Nemesis, sociotechnical, complexity, VUCA, artificial
intelligence, deskilling, human factors, ergonomics
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The Nemesis Effect in Healthcare

Introduction

Readers of Greek mythology will recall the stories of
Tyche and Nemesis. Tyche, the goddess of fortune, would
bestow random gifts on mortals: a struggling farmer
would be blessed with a bumper harvest, a beggar a
sack of gold, and so on. Nemesis was the goddess of
retribution, responsible for redressing hubris, or foolish
human arrogance; she would follow Tyche to make sure
the beneficiaries showed appropriate respect and
gratitude for the gift they had received, perhaps through
a thankful prayer or sacrifice, or sharing the gift, or just
through using it wisely. If they were judged to have
abused or squandered Tyche’s generosity, Nemesis
would curse them with an ironic fate worse than if they
had never received the gift. The classical message was
clear: respect the power behind the gift—or suffer
perverse consequences. In part because of this perceived
relationship between good fortune and hubris, the
Romans often worshipped Nemesis and Tyche (whom they
called Fortuna) together.!

If we consider mythology to be an ancient metaphor for
complex forces of nature that were beyond
contemporary understanding, we can perhaps discern a
deeper, more modern significance. The quantum physicist
Erwin Schrédinger proposed that “life feeds on negative
entropy”; 2 by this he meant that living organisms are
constantly at odds with Newton’s Second Law of
Thermodynamics, which states that the universe is always
randomly tending toward a state of greater disorder
(entropy). To counter this, living organisms must expend

energy and manipulate matter from their environment to
maintain their complex, dynamic, reproductive state of
‘negative entropy’. Preserving and protecting human life
is fundamental to healthcare and patient safety; but as
the healthcare systems we create become more complex,
the randomness inherent in that complexity plays an
increasing role in influencing clinical outcomes. The
mechanisms by which the universe may waylay the
execution of our well-intended plans toward disorder
may become less obvious to us (“The best-laid schemes o’
mice an’ men/gang aft agley/an’ lea’e us nought but
grief an’ pain/for promis’d joy”). The current paper
proposes a name for this phenomenon — the Nemesis
Effect — with the aim of articulating its relevance to clinical
practice and to propose possible remedies.

Complexity and The Nemesis Effect

In healthcare, modern technology and training allow us to
provide therapies not only of unprecedented complexity
but also on scales of volume and speed that our
predecessors could never have imagined. This greater
capability comes at a cost. In military literature it is
common to speak of modern warfare scenarios as having
high levels of volatility, uncertainty, complexity and
ambiguity (‘VUCA’ environments)3 where traditional ideas
of chains of command and operational planning are less
effective. This term has entered the medical literature 45
to describe the dynamic and often-turbulent nature of
modern healthcare and to look beyond an algorithmic
‘process and pathway’ model of medical management.
Clinical examples are given in Fig 1.
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Fig 1. Clinical examples of

Another perspective on complexity is the Cynefin
framework, where human systems are categorized as
‘clear’, ‘complicated’, ‘complex’ or ‘chaotic’.6” With
increasing complexity, cause-and-effect relationships
become less discernible, to the point where the pursuit of
causation becomes virtually meaningless. Healthcare is a
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‘VYUCA’ environments.

classic example of a complex adaptive system8 where all
four levels of complexity are manifest (see Fig. 2). In a
complex adaptive system, everything can affect
everything else, like strings in a cat’s cradle. This idea
underpins the tendency toward disorder over time.
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Fig 2. The Cynefin taxonomy. (Adapted from Snowden and Rancati ¢7)

A technical definition of the Nemesis Effect would
therefore be as follows: In a complex adaptive
(healthcare) system, any (therapeutic or patient) safety
intervention applied within a narrow frame of reference,
without consideration of a wider frame of reference, will
tend toward some degradation in overall systemic benefit
or safety, due to unseen effects of that intervention on other
(invisible or unrecognised) parts of the complex adaptive
system.

The Nemesis Effect presumes that everything we do in
clinical practice, whether we are aware of it or not, has

Fig 3a. A therapeutic intervention viewed from a
simplistic frame of reference.

Methodology

The examples cited below were identified from the
author’s wider experience of clinical practice over three
decades, and from his arena of expertise
(anaesthesiology); a deeper curatorial analysis of each
example was performed through an online search of a
combination of peer-reviewed clinical literature and
archival source material such as news reports and press
releases.

its nemesis: a potentially harmful retribution that comes
from not being mindful of the wider ramifications of our
treatments. This idea was foreshadowed decades ago by
lllich? and is a perverse variant of the Law of Unintended
Consequences. A positive intervention within a narrow
frame of reference in one part of the system will have
impacts upon other parts—some desirable, others not,
some foreseeable, others not (except perhaps in hindsight
- see Figures 3a and 3b). Occasionally we inadvertently
steer ourselves toward rather than away from adverse
outcomes.

Fig 3b. The same intervention from a complex adaptive
frame of reference. One path of unintended effects
leading to a perverse adverse outcome is marked by the
red arrow.

THE EMERGENCE OF MULTIDRUG-RESISTANT
ORGANISMS

A classic example of medical nemesis is seen in the
pervasive emergence of multidrug-resistant
microorganisms, which is now a global healthcare crisis.
Originally, the antibiotic properties of Penicillium mould
were considered miraculous, resulting in large-scale
production of penicillin not only for use in medicine but
also in agriculture. In 1945, Fleming himself warned in his
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Nobel Prize speech that the combination of underdosing
and overuse of antibiotics may lead to resistant strains;
10 despite this, early reports from Japan of resistance to
penicilin—about 10 years after its introduction into
clinical practice—were initially greeted with skepticism in
the West.!! Evolution is a powerful, complex adaptive
force, and since the doubling time of the average
bacterium is only 20 minutes, natural selection can occur
far more rapidly in microorganisms than in humans. In
addition, some bacteria evolved the ability to pass
genetic material directly to neighboring cells via
plasmids, greatly accelerating the spread of resistant
strains. Recently the World Health Organization
announced that antimicrobial resistance around the world
was directly responsible for 1.25 million deaths in 2019
alone,'2 with a further 40 million deaths expected
between now and 2050.'3 This phenomenon can be
interpreted as a therapeutic intervention—which was
well-intended within a narrow frame of reference—
resulting in the very harm it was intended to treat through
failure to appreciate the bigger picture.

CREUTZFELDT-JACOB DISEASE AND DISPOSABLE
TONSILLECTOMY EQUIPMENT

In the late 1990s, there was significant concern in the UK
about the theoretical risk of transmission of variant
Creutzfeldt-Jacob  disease (vCJD) through prions
retained in surgical equipment for ENT surgery, as they
were resistant to standard hospital sterilisation
techniques.’ By 2001 the incidence of UK deaths directly
related to vCJD was at its peak, and the condition had
drawn significant public and media attention. This
prompted an urgent government-driven directive to
replace all reusable tonsillectomy equipment with
disposable equivalents. 15 The disposables turned out to
be functionally inferior to their reusable counterparts,
resulting in actual morbidity and mortality at rates
significantly exceeding the theoretical risk of prion

transmission and culminating in reversal of the directive.
16

THE ONGOING TALE OF THE EUROPEAN WORKING
TIME DIRECTIVE

Fatigue and sleep deprivation are major safety issues
across many high-risk industries. In healthcare it is
recognised as a significant cause of impaired clinical
performance, clinical errors, and increased morbidity and
mortality. In 1998 the European Union introduced a
European Working Time Directive (EWTD) in most
industries, limiting the hours employees were required to
work, mandating breaks and rest periods, etc.
Healthcare workers initially were not included, but in
2006 the EWTD was extended to hospital staff, including
resident doctors, capping their workweek first at 56
hours, then at 48 hours by 2009.17.18

During the implementation phase, concerns emerged such
as dramatic reductions in the number of junior doctors
available to fill rosters, the time available for training,
the quality of that training, the impact of shorter shifts on
circadian rhythms, issues of continuity of care, handover
problems, etc.'920 As we enter the third decade of this
directive, the consensus appears to be that while the
EWTD has indeed been successful in reducing fatigue and
improving  conditions  for  healthcare  workers,

demonstrating a concrete improvement in safety overall
has proved more controversial because of the unintended
detrimental effects.

THE IMPACT OF LAPAROSCOPIC
TECHNIQUES ON SKILLS IN OPEN SURGERY
Hans Christian Jacobaeus performed the first human
laparoscopy in 1910, although the technique did not
become popular until the 1980s.2" Since then,
laparoscopic  approaches have largely replaced
traditional ‘open’ (laparotomy) approaches for many
intra-abdominal procedures such as cholecystectomy and
appendectomy. It is well documented that minimally
invasive techniques result in better outcomes for patients22
with fewer complications and shorter hospital stays. 23 An
audit of 31,988 cases of emergency appendectomy in
Germany?4 showed that the proportion of cases
performed laparoscopically (versus open or conversion to
open) increased from 87.4% in 2010 to 97% in 2020.
The authors concluded that “the laparoscopic approach
has become the gold standard for all stages of
appendicitis” and that “open appendectomy no longer
plays a significant role when considering the entire
operated group.”

SURGICAL

The potential for nemesis lies in the second statement.
Occasionally a laparoscopic approach is either not
possible or it is contraindicated; the cohort may be small,
but it is still significant. The surgical skill set required to
perform a laparoscopic appendectomy does not fully
translate to the skill set required to perform the same
procedure by an open surgical approach. 25 Training
young surgeons to regard the need occasionally to
perform an open appendectomy as insignificant creates
a training gap which puts that cohort of patients at risk.
As open techniques become less frequent, trainees
experience ever-diminishing clinical exposure to such
cases; there is evidence that this undermines their
confidence?¢ on occasions when an open procedure is
indicated. It is not clear whether their competence is also
affected; nevertheless, surgical colleges around the
world have acknowledged the phenomenon and have
made remedial recommendations, such as creating
regular opportunities for medical simulation and open
surgical workshops as part of mandatory continuous
medical education (CME) programmes.

ANAESTHESIA TECHNIQUES FOR CESAREAN SECTION

A corollary case can be seen in the field of anaesthesia.
Over the last four decades, the use of spinal anaesthesia
has become the predominant technique for lower
segment Caesarean section (LSCS), as it avoids many of
the complications associated with general anaesthesia
(GA) in pregnancy, such as unexpected difficult
intubation and intraoperative awareness. 27 Modern
guidelines recommend that GA for LSCS be avoided, and
as a result, the use of GA for LSCS has declined
dramatically: at one UK facility, from 76% in 1982 to
4.9% in 2006. 2829 In a Boston study, GAs accounted for
0.5-1% of LSCS deliveries from 2000-2005, and it was
observed “that many residents [had] graduated without
having performed a GA in an obstetric patient”. 30
However, in circumstances where spinal anaesthesia fails
or is contraindicated, and GA cannot be avoided, a new
risk emerges due to lack of experience and confidence
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with performing GAs in this population, especially the
management of unexpected difficult intubation and of
unstable patients under GA (e.g., in eclampsia/
preeclampsia). The nemesis arises in promoting spinal
anaesthesia as ‘safer’ without considering the necessity to
plan and train for contingencies where spinal anaesthesia
is not possible. To paraphrase the philosopher Emile
Chartier, “Nothing is more dangerous than a plan when
it's the only one you have.”

THE LARYNGEAL MASK AIRWAY AND BASIC AIRWAY
MANAGEMENT SKILLS

The same theme can be seen in the rise of the laryngeal
mask airway (LMA), invented in the 1980s by Archie
Brain. 3! Even inexperienced users can achieve successful
ventilation in over 95% of cases with minimal training. 32
The device has revolutionized airway management in
anaesthesia and critical care, leading to a whole new
class of supraglottic airway devices (SGAs). By 2009 it
was estimated that SGAs were used in 56% of dll
general anaesthetics given in the UK. 33 As the use of
SGAs became more mainstream, concerns were raised
about the impact of over-reliance on SGAs on other
airway management skills such as bag-mask ventilation
and endotracheal intubation. In terms of achieving
adequate alveolar ventilation, while the failure rate for
the newer second-generation LMAs is generally quoted
as less than 2%, 32 in some recent cohorts it may be as
high as 8%.34 Meanwhile, there has been a marked
decline in bag-mask ventilation skills: while a 1993 study
found that volunteers with no previous resuscitation
experience were able to perform bag-mask ventilation
in 43% of attempts after formal training, 35 a 2025 study
of trained and experienced pre-hospital personnel found
only 4% of nurses and 1% of paramedics were able to
meet minimum European Resuscitation Council criteria for
adequate alveolar ventilation using a bag and mask. 3¢
The established superiority of supraglottic airways for
first-line airway rescue in critical care settings is not in
question; rather, the nemesis lies in wider contingency
training, in the failure of clinical departments to maintain
the perishable skill of bag-mask ventilation as a backup
when a supraglottic device fails or is unavailable.

THE USE OF ULTRASOUND IN ANAESTHETIC PRACTICE

Yet another example is ultrasound-guided regional
anaesthesia  (UGRA) and vascular access (UGVA).
Historically, skill in targeting deep anatomical structures
was acquired over years of scholarship, practice and trial
and error, yet still resulted in highly variable proficiency
except in the hands of the very dedicated expert. The
use of ultrasound has led to both increased success rates3”
and lower complication rates, 3% an unquestionable
advance in safety and broad-based efficacy. 3940
However, it is very common fo see trainees use the
ultrasound device in a ‘plug-and-play’ manner, focusing
on a target like a video game or Google Maps; the finer
aspects of anatomical landmarks, relations, or needle
trajectory become relatively peripheral to the immediate
goal. Much of ‘the knowledge’—the intimate depiction of
three-dimensional anatomy—is captured and rendered
by the machine but is largely lost on the human
preoccupied with finding ‘the camel hump'4! or ‘the
trident’2 or other iconic memes of anatomical targets. As
a result, ‘mastering’ a regional technique requires that the

human become a ‘slave’ to the technology if they wish to
perform the procedure safely. If for some reason the
ultrasound machine were to be unavailable, inoperative,
or its resolution poor, the deskilled human operator has
no 'Plan B’. This nemesis can be thought of as one of
Bainbridge’s ‘ironies of automation’. 43

This example of nemesis is especially interesting because
ultrasonic imaging is a marvellous technology that creates
a rich seam of anatomical information available for the
practitioner to acquire, were they to choose to take the
extra time to assess the surface landmarks and angle of
attack before proceeding, then to check their assessment
(and thereby calibrate future assessments) with
ultrasound, and explore the local anatomy to further
refine and internalise the knowledge. Detailed real-time
technical feedback would not only make the procedure
safer, it would also sharpen the clinical acumen of the
human over weeks or months in a way their predecessors
would have taken years or decades to achieve. Yet there
has been surprisingly little literature on the utilization of
ultrasound to enhance or accelerate the acquisition of
traditional landmark skills.

THE INTEGRATION OF ARTIFICIAL INTELLIGENCE INTO
HEALTHCARE-THE POTENTIAL FOR NEMESIS

Artificial intelligence (Al) can be defined as ‘a non-human
program or model that can solve sophisticated tasks’. 44
Informatic precursors of Al in specific pockets of
healthcare have been around for decades, but over the
last five years there has been a burgeoning in its use
across many aspects of clinical practice, from assisted
history taking and scribing to the use of expert diagnostic
systems and ‘smart’ medical devices to augmented reality
imaging and simulation. In 2025, most peer-reviewed
publications on the use of Al in medicine relate to the
fields of oncology, radiology, and pathology. 45 In the
field of anaesthesia, recent reviews have suggested that
Al can improve many aspects of pre-, intra-, and post-
anaesthetic care4647.48 including pre-anaesthetic risk
stratification, 4° airway assessment, 50 real-time
prediction of intraoperative complications such as
hypotension, 5! modulating anaesthesia drug delivery>2
and closed-system TIVA, 53 prediction of postoperative
delirium, acute kidney injury, and 30-day mortality, 34 as
well as improving theatre logistics such as optimizing
theatre scheduling and reducing cancellations. 55 Real-
time Al-driven virtual enhancement of anatomical images
under ultrasound is set to revolutionise UGRA. 56 All
promising and welcome improvements; the wholesale
integration of Al into healthcare, however, faces several
serious barriers and pitfalls.

Firstly, Al requires large, robust, and standardised
datasets in order for its conclusions to be valid and
correct; failure to provide this leads to GIGO (‘Garbage
In Garbage Out’) and Al hallucinations. 57 A recent group
of researchers concluded, “LLM-based chatbots applied
to the subspecialty of regional anesthesiology are not
ready to truly assist in basic or complex clinical
scenarios”. 58

Next, if the data sources are not sufficiently diverse, Al
reasoning may have at best only very narrow
applicability. For example, a large-scale study

© 2026 European Society of Medicine 5



(n=33000) of a machine learning tool used to predict
postoperative nausea and vomiting (PONV) excluded
pediatric patients and patients undergoing regional or
outpatient procedures, and utilized data from a single
institution only, limiting the ability to draw more general
conclusions from an otherwise impressive body of work.
59 At worst, insufficiently diverse data sources can result
in Al outputs that are inherently biased. 60

There is the ‘Black Box Problem’, where the complex
reasoning behind the conclusions drawn by Al tools is
often not transparent or explainable, causing clinicians to
mistrust the advice even when it turns out to be correct.55
There are significant privacy and security issues, as
healthcare databases are prime targets for hackers and
other malevolent agents. ¢1 There are ethical and legal
issues around who owns the Al information, who pays for
it, who can access it, and who would be responsible when
clinicians act on faulty Al advice. ¢2 Work remains to be
done on how to validate and regulate the use of Al in
healthcare globally. ¢3 Finally, despite the massive
amount of peer-reviewed literature on Al in anaesthesia,
there remains currently very little evidence from large-
scale studies that the use of Al improves perioperative
clinical outcomes.%4

All the above issues are challenging, but at least they
have been identified; ongoing systematic efforts are
currently being made to address (or at least discuss)
them. Meanwhile, a deeper nemesis lies not just in the
degradation of physical or procedural skills as described
in the examples cited earlier in this arficle, but in the
impact of Al on the process of human cognition itself. ¢5
Expertise in clinical reasoning not only requires exposure
to experiences, it requires active reflection and

Intelligence

Klein’s ‘Second Singularity’

.
Y

processing of those experiences into meaningful lessons
learned for future performance (‘deliberate practice’). 66
Unless we proactively compensate for it, the loss of
opportunities for human cognitive processing of clinical
experiences—in the myriad of everyday small-scale
interactions and conversations that would otherwise occur
without smart technology—may result in random but
progressive degradations in the quality of human clinical
decision-making. ¢7 Collectively, we may even lose the
ability to see the bigger picture of how our systems
work—that ‘understanding’ having become resident in
the devices that would increasingly do the ‘thinking’, the
‘connecting’, and the ‘learning’ for us. There is some
emergent work suggesting a clear negative correlation
between ‘cognitive offloading’ (the use of external tools
such as Al reduce cognitive load) and critical thinking skills
in a diverse sample of UK residents.¢8

There has been a long-standing concern among many
members of the scientific community—popularized by
Kurzweil®® and now an established meme in speculative
fiction—of ‘The Singularity,” where a super-intelligent Al
achieves self-awareness and dominates humanity. While
contemporary experience with Al suggests that
Kurzweil’s Singularity is more a problem for the distant
future, Klein has warned of a more imminent ‘Second
Singularity’”® where humans are compelled to submit to
‘somewhat-less-than-sentient’ Al not because it has
become super-intelligent, but because its pervasive and
injudicious use has led to a large-scale degradation of
human cognitive expertise (see Fig. 4). In plain terms, the
fear is not so much that Al is making itself ‘smarter’, but
that it is making humans ‘dumber’. To date there have
been no hard studies demonstrating this effect in clinical
environments, although concerns have been raised. 7!

Kurzweil’s Singularity

Machine
Intelligence

....
....lll.

Near
Future

Now

A EERENN]
/ Human Intelligence ’
with Degrading
Cognitive Expertise
Distant

Future

Time

Fig. 4. Kurzweil’s Singularity and Klein’s ‘Second Singularity.” (Adapted from Klein 70)

Managing Nemesis—Adopting a Socio-
technical Perspective
All the examples above challenge us to reexamine the

relationship between humans and technology in complex
adaptive systems such as healthcare. The ultimate irony is

© 2026 European Society of Medicine

that as the practice of medicine—with technology—
objectively becomes more effective and safer, the human
medical practitioners—without technology—are at risk
of becoming less effective and less safe. Since all human
systems must, by definition, contain humans, if the human
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component were to become fundamentally unreliable
over time, ultimately the entire system would become at
risk of collapse.

To meet this challenge systematically, some basic
assumptions are proposed:

1. The universe is always bigger than your brain. As
Hamlet said, “There is more in heaven and earth...

risk’ is not the same as ‘no risk’: primum minime nocere
may be closer to the mark.

. There is always a gap between ‘work as imagined’

and ‘work as done.’ Despite their best intentions,
designers of systems, equipment and work
environments often conceptualise workflow in broad
algorithmic terms, to create a ‘logical’ procedural map

than is dreamt of in your philosophy.” Presume that
there is always more to be discovered in the universe
beyond not only our personal and collective
knowledge, but beyond the technology we use to
extend into it.

. As systems become more complex, so do the risks.
As our ability fo manage hazards and risks becomes
more sophisticated, newer, more subtle problems
emerge. One example is the phenomenon of ‘risk
homeostasis’, also known as the Peltzman Effect: 72
when we feel comfortable that we have created a
safer environment, we push the boundaries of our
capability further, taking greater risks; over time this
can offset the original gains made by our safety
initiatives. The concept is well understood in the
domain of road safety—people tend to drive faster
when they are wearing a seat belt and closer to the
car in front if they know their car is fitted with anti-
lock braking systems. 73 This idea is not alien to patient
safety’475 although hard data are lacking. As an
anecdotal example, using an Al scribe may allow the
practitioner to spend more time observing and
listening to the patient, but the clinician must still spend
time after the consultation checking and editing the Al
transcript. The need for extra time may not be
recognised by the organization, which sees only the
time spent with the patient, and may presume that the
‘time saved’ can be put toward seeing more patients.
This pressures the practitioner to accept the Al
summary without careful checking, which may lead to
clinical errors.

. Safety is relative. if we accept the most popular
clinical definition of safety as “a state in which risk has
been reduced to an acceptable level” then one must
infer that safety is always relative, never absolute.
This is especially true in modern critical care
environments such as emergency rooms, operating
theaters, and intensive care units, where most, if not
all, therapeutic decisions entail some form of
physiological or psychological trespass, and therefore
the invitation to trade some harm for some greater
benefit. ‘Safety’ is not an intrinsic property of a
device, a drug, a team, or a hospital, but rather an
emergent—and perishable—product of all the active
and conscious efforts to avoid, trap, and mitigate
known and foreseeable risks at any given time. In an
unfavorable set of circumstances, any drug can be a
poison, any medical instrument a weapon, any
healthcare worker an unwitting killer; even a decision
to do nothing can be deemed to be harmful, e.g., when
one has a duty of care to an acutely deteriorating
patient. In VUCA environments, the traditional
aphorism of primum non nocere — ‘first do no harm’
— is noble but no longer as applicable, because ‘low

of how things should be done. Real-life work
(especially in healthcare) is messier: VUCA
environments can be busy or chaotic; equipment is not
always available, fully functional, or fit for purpose;
human operators may be tired, stressed, or distracted.
Work still gets done but through workarounds,
compromises, tradeoffs etc. i.e. through creative
human initiative. Better system design requires
iterative reconciliation of ‘fop-down’
conceptualization (‘Work-As-Imagined’) with ‘bottom-
up’ frontline data-driven analysis (“Work-As-Done’).
This idea was first proposed by Hollnagel and
Woods”¢ and has become a fundamental principle of
Resilience Engineering in healthcare, which seeks to
learn not just from how we get things ‘wrong’ (e.g.
adverse event analysis) but how we manage to get
things ‘right’ against the odds. 77

5. Everything is sociotechnical. The sociotfechnical
nature of healthcare systems was best described by
Effken: 78 “Today's healthcare systems are highly
technical systems... But healthcare systems are also
social systems that have a complicated interrelationship
with technology; that is, they are inherently complex
sociofechnical systems. In complex sociotechnical
systems, behavior is not centered in individual actors or
even in groups of actors but is distributed among actors
and the information available in the environment. For
example, a clinic or an emergency department is a
network of professionals that utilizes various
information sources to deliver care while at the same
time meeting teaching, research, and financial
objectives. This sociotechnical system is an indivisible
whole that cannot be partitioned into social aspects for
social scientists and technical aspects for information
technologists.”

6. Technology is neither good nor bad. Powerful
technologies can significantly enhance or degrade
human capabilities, depending on how they are used.

Counter-Nemesis Principles

Given that human consciousness, even collectively and
assisted by technology, cannot fully fathom the vastness
of the universe, there will always be the potential for
nemesis in any complex human endeavour. Having said
this, it should be possible to improve our ability to identify
nemesis and mitigate its effects.

Traditional ideas such as building buffering (e.g. having
stocks in reserve), redundancy (e.g. having back-up
equipment) and contingency planning (e.g. ‘what if’ /’Plan
B’ scenarios) into clinical pathways are established
methods by which clinicians can anticipate surges in
clinical activity, equipment failures, staff illness etc. They
also offer limited capacity to absorb less forseeable
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events.

The ability to detect and respond to unexpected changes
in patient/environmental conditions in an effective and
timely way requires investment in monitoring and early
warning systems. VUCA environments require more
regular, specific and dynamic communication between
healthcare workers, teams and agencies to enhance
shared situation awareness. The frequency of
communication is varied in proportion to rate at which
events are evolving. This is a key element of McChrystal’s
‘Team of Teams’ approach,”® developed originally by
the US military to deal with the VUCA nature of counter-
terrorism campaigns, but which has strong parallels with
the challenges of managing 21¢ century healthcare,
especially during the COVID -19 pandemic and in its
aftermath.80

The discipline of human factors/ergonomics (HF/E) has a
key role to play in managing clinical complexity. In a

Episode of care

Tools and

equipment
Org.
structure Peo ple
Physical
environment

Patient

complex sociotechnical system, everything is connected.
Changes in one part of the system will reverberate
through other parts, often through channels that are not
always obvious: for example, what and how technology
is employed will influence human interactions, and vice
versa. The System Engineering Initiative for Patient
Safety (SEIPS) model, currently in its third iteration,81:82is
an HF/E initiative that takes a holistic approach to
healthcare governance through assessment of a range of
factors that shape individual and systemic performance
and direct care: not just the human practitioners (working
as individuals and in teams), but also analysis of clinical
and administrative tasks, organizational structures and
culture, available technologies, and internal and external
(work) environments (See Fig. 5). SEIPS-based
governance and performance analysis seeks to identify
the interdependencies between these elements. This
approach is in theory more likely to identify potential
nemeses in healthcare processes; more studies are
required.

External Environment

Patient Safety
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* Clinicians
* Healthcare
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@ Socio-organizational Context

Work system

Adaptation, Learning, Improvement

Fig 5. SEIPS 3.0 (Adapted from Carayon et al.82)

With specific reference to Al, the UK Chartered Institute
for Ergonomics and Human Factors published a white
paper on eight HF/E principles for integrating Al into
clinical practice, 8 followed in 2025 by consensus
guidelines on a human-centred approach to Al in
healthcare.84 Recommendations included the adoption of
the SEIPS model as a sociotechnical framework to
evaluate the potential impact of Al on human behaviours,
social and professional relationships, and how they might
choose to use (or not use) technology to perform specific
tasks. Moreover, a recent NEMJ review by Abdulnour et
al. 85 offers a taxonomy of negative and positive effects
of Al on clinical skills (‘never-skilling’ / 'mis-skilling’ / 'de-
skilling’ / ‘enhanced adaptive practice’) and strategies to
manage clinical supervision of Al use by trainees.

Conclusion

The Nemesis Effect is more than the idea that undesired
outcomes are merely the result of side effects or
unintended consequences. It refers to the natural

tendency of a complex adaptive system toward
increased entropy—toward degradation, disorder, and
a state of lesser safety —mediated through the
interconnectedness of its components and a relative
inability of human agents to see ‘the bigger picture’ when
using powerful technologies. In a ‘living’ complex
adaptive system, good governance can be thought of as
a means to maintain a state of ‘negative entropy’; this
requires the active and ongoing input of energy,
resources, and a broader sociotechnical perspective.

Embracing Nemesis should not lead to cynicism (“Oh well,
stuff happens”) but rather should serve as a call to action.
In the same way that admitting our fallibility may make
us better clinicians, it is hoped that accepting the potential
for harm in everything we do will challenge us to examine
our gifts, to beware the hubris of ‘magic bullet’ cures, and
to ask what makes for a ‘healthier’ and more resilient
healthcare system.

© 2026 European Society of Medicine 8
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